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What's PV’LV\A@ el

» Add network simulation to GENI
experiments

Allow hybrid network experiments,
Including simulafted, emulated, and
ohysical components, on GENI




Modeling and Simulation

Scientific method exrended

Simulation

Simulated data

via via

Physical - Mathematical
models Representations of models
the real system

By Marcello Donatelli, from Wikipedia




James Webb Telescope, price tag: $8.7B

http://www.sciencemag.org/sites/default/files/styles/article_main_large/public/images/gallery-webb-
telescope_0.jpg?itok=Pli4jeév




Large Hadron Collider, price tag: €7.5B
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http://apod.nasa.gov/apod/ap080225.html




Modeling and Simulation Extends
Scientific Method

Scientific method exrended

Simulation

Simulated data

via via

Physical - Mathematical
models Representations of models
the real system

By Marcello Donatelli, from Wikipedia




What is Modeling and Simulation (M&S)?

“Now, this is just a simulation of what the blocks
will look like once they're assembled.”

Experiment

with the
actual system

Experiment

with a model
of system

Physical
Model

Mathematical
Model

Analyfical
Solution

[Law and Kelton 2000]



M&S Applications
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http://www.yang.gatech.edu/projects/Liquid%20Rocket%20Injector%20Dynamics...%20(Nan)/index.htm

http://computation.linl.gov/sites/default/files/public/dawnProgram-LLNLpng.png

http://www.sandia.gov/~sjplimp/images/ecoli_expt.jpg




M&S Space

System Model

Qermlmshc iochashc

Monte Carlo
Simulation

Discrete-Event
[Leemis and Park 2006] Simulation (DES)




Discrete-Event Simulation

« Use computers to mimic operations and processes over
discrete instances of time (events)

event event event

event event event event event
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Components of a DES

» The state of a system: collection of variables necessary to describe
the system at any time, relative to the objectives of the study, e.g.,
the number of jobs in queue.

= An event: an instanfaneous occurrence that may change the
system state, e.g. a new job arrival or service time completion

» Future event list. a priority queue (e.g., binary heap, or splay tree)
to store the events

= Simulation clock: current simulation fime (has nothing to do with
the wall-clock time)

While(leventlist.isEmpty()) {
Event e = eventlist.getMinEvent();
clock = e.time;
process(e) # which may generate more future events in eventlist




Parallel Simulation

» Dijvide simulation model into sub-models that can be
distributed among ditfferent processors/cores

»Fach sub-model is called a Logical Process (LP)

The global event-list is replaced by many event-lists,
one for each LP

= No global simulation clock!!!

® | Ps communicate via explicit messages
» No shared state variables




DES Applications
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https://digitalunite.com/guides/using-internet-0/connecting-internet/how-connect-internet
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http://news.filehippo.com/wp-content/uploads/2013/06/dell-data-centre-1024x640.jpg




Network Experiments

» Physical Testbeds
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Network Experiments

» Physical Testbeds
=» Redl
» Small

» | ack diversity




Network Experiments

» Physical Testbeds

» Fmulation Testbeds
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Exploring Networks
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Network Experiments

» Physical Testbeds
» EFmulation Testbeds
» Real apps or real fransmission
» Some flexibility (from virtualization)

®» | mited scale

®» | imited scenarios




Network Experiments

» Simulation Testbeds

OPNET " oaunst opmNeT++

- GTNeTS
Wif1S-3 SSFNet
ROSSNet

And more ...




Network Experiments

» Physical Testbeds
» Fmulation Testlbeds

» Simulation Testbeds
» Flexible

» Scalable

®» Diverse
» | ack credibility

» Significant model development effort




Priva 0k end

» Fnables hybrid network experiments

» |nclude simulated, emulated, and physical
components

« Simulation
« Experimentation at scale
 Modeling abstractions
 Flexibility
* Emulation

» Real applications

« Resource multiplexing
* Physical Networks

« Real traffic




PrimoGENI is a GENI Aggregate
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PrimoGENI has a

- Slingshot \'}
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Inferactive

T Network

Console

Visualization

XML
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Experiment Layer
META Resource Layer

Physical Resource Layer



What's the Use?

A fancy delay

A fraffic generatqr:
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server

Apache web server
n O d e : & Helix server
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Problem: Scale can still be [imited due to intense
Inferactions with the simulated component.




Network Simulation

Full-scale network model

Detailed topology and protocols

Real
Time
Traffic

Capture large-scale network behavior

and global traffic conditions

Network Emulation

Real execution environment
(operating system, network stack,
software tool chain)

Unmodified applications

\

Represent real application
traffic behavior




Our Symbiotic Approach in a Nutshell
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Steady-State Queuing Model
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Does It Worke

» Well, steady-state does not work!

» Closed-form solutfion for transient effect is rather
elusive, even for Poisson arrivals

» \We invent a “control nob” to dynamically adjust
u* from measurements




Adjust for Transient Effect

excess avg pkt dc?lay avg pkt delay
gueue length in emulation in simulation

AN N

AL(t) = p (t)(W2(t) — Wa(2))

excess
service rate

\ Ap™(t) = AALT(}?) — 3 (t)(WZX;— Wi(t))

pt) = wt)+Ap ()
Ap(AT + Wa(t) — Wi(2))

AT(1+ Wi(t)A5(t) — v/ 1+ WE(E)A5(£)%)

 The adjustment effectually forces the emulation system to “track”
the simulated network conditions at each update interval.
 The result can be extended to network segments with multiple links.
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Validation Results

» | ow, medium, heavy traffic conditions
» Various proportions of emulated vs. simulated traffic
» Mixed arrivals: exponential, constant, real traces
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Our Symbiotic Approach in a Nutshell
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Symbiosis works, but can we extend the method further?




Mininet is an emulation testbed for OpenFlow

OpenVSwitch Linux namespace




Distributed Mininet

OpenVSwitch Linux namespace




Distributed Mininet with Symbiosis
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Validation Experiment

Simulation
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A Case Study: Shrew Atftack

» Attacker sends bursts of data at a regular intferval 1o an over-committed

bottleneck link!!! o
Victim

» When burst intervals synchronize
with RTO of TCP connections
sharing the link, they can trigger
TCP jfimeouts and consequently

strangle throughput

Common
Bottleneck
Link

ifficult to detect since avg.
traffic rate of the attack is low

[1] A. Kuzmanovic and E. W. Knightly, “Low-rate TCP-targeted
denial of service attacks: The shrew vs. the mice and elephants,”
SIGCOMM 2003, pp. 75-86.

Attacker



NormalizedThroughput
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Experiment Results

Atftacker

Normalized Throughput
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Conclusions

» Physical or emulation experiment is limited by scale
» Simulation can scale better
» Network simulation is unreadl
= Combine simulation and emulation
Real-fime simulation is limited in capacity
® [nferaction in-between is bottleneck
Symbiosis creates an ideal separation between the two
Symbiosis method has its limitations
» Cross system fraffic is not allowed
» Need to combine with real-time method
This is a GENI talk:
» The potential of GENI is still not fully tapped
» Experiment design and tools are still being made
» | ook for convergence -> KC's talk next!




THANK YOU!

Leveraging symbiotic relationship between simulation and emulation for scalable network
experimentation, M. Erazo and J. Liu. SIGSIM-PADS, 2013.

- Symbiotic network simulation and emulation, M. Erazo, R Rong, J Liu. ACM Transactions on Modeling

and Computer Simulation (TOMACS), 26 (1), 25 pages, 2015

rd scalable emulation of future internet applications with simulation symbiosis. J. Liu, C.

rcondes, M. Ahmed, R. Rong. IEEE/ACM 19th International Symposium on Distributed Simulation

nd Real Time Applications (DS-RT), pages 68-77, 2015.

istributed Mininet with symbiosis. R. Rong and J. Liu. ICC’17. To appear.

» Los Alamos
NATIONAL LABORATORY
EST.1943

’ .
'
N\ IW
v .’/
e n l Florida Center for %
Cybersecurity
Exploring Netwcrks at the University of South Florida
of the Future



